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Description 

The design of efficient optimization methods is a major concern for many industries (automotive, aerospace, 
broadcast, etc). Indeed, in recent years, many exact methods and heuristics, increasingly efficient, have been 
proposed to solve difficult problems. 

Metaheuristics are an interesting class of approaches to solve large-scale problems. Indeed, their diversity 
enables them to be adapted to different types of problems. To take advantage of this variety, many hybrid 
methods, for example using two metaheuristics, exist in the literature. Unfortunately, at present, this type of 
hybridization is mainly achieved statically and the parameter setting is mainly performed experimentally. Thus, 
one of the limitations of this type of methods relates to the set of hybridization parameters to be defined (how to 
combine two approaches, when to instantiate a particular approach, etc). 

Through this PhD thesis, our objective is to answer these questions by developing new metaheuristics that 
incorporate one or more machine learning methods in order to better guide the search towards a better solution 
in the search space, often exponential. 
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Work plan 
This work consists of the following phases: 

• Write a state of the art about machine learning methods and metaheuristics. 
• Study the exploration process of the hybrid methods developed by our team in order to extract useful 

information/knowledge. 
• Propose new hybrid methods incorporating learning mechanisms. 
• Propose massively parallel versions. 
• Validate the proposed approaches on academic and industrial problems studied by our team. 

Prerequisites 
• The candidate must have a Master or equivalent in computer science or applied mathematics. The 

candidate must have good knowledges in the following areas: metaheuristics, machine learning, GPU 
programming. 

• Programming language: C++. 
• Good knowledge of development under Linux. 
• The candidate must be fluent in English. 

Application 
• Send a CV, the report cards containing all your marks obtained during your Master studies, 2-3 

recommendation letters. 
  


